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Preface 

This manual pro\'ides a functional description of system components and de­
scribes how the software and hard\\'are components interact to perform server 
functions. It also lists hardware specifications and cables and describes 
read-only memory (ROl\'1) based firmware. 

Intended Audience 

The DECserver 300 Technical Description is intended as a resource for training, 
field service. and manufacturing personnel. A basic knowledge of Ethernet local 
area networks is a prerequisite to understanding this manual. 

Document Structure 

Chapter 1 

Chapter 2 

Chapter 3 

Chapter 4 

Chapter 5 

Appendix A 

Introduces local area transport networks and provides an 
overviev.· of the DECserver 300 hardware. software. and 
ROM-based firmware. 

Describes DECserver 300 hardware specifications. cables. 
connectors. controls, and lists supported devices. 

Describes DECserver 300 hardware functions. 

Describes DECserver 300 software functions 

Describes DECserver 300 firmware functions including self­
test diagnostics. 

Describes the DECserver 300 maintenance operation protocol 
(MOP) system ID format. 

Other DECserver 300 Manuals 

• DECserver 300 Introduction 

Outlines the DECserver 300 system, hardware and software, and pro­
\'ides information for using, expanding or reconfiguring the server. De­
scribes the documentation and provides flowcharts for reading sequences 
for different audiences. This document is intended for any user of the 
DECserver 300. 

ix 



x 

• DECserver 300 Hardware Installation 

Describes the DECserver 300 hardware and explains how to install it. 
This manual is intended for the hardware installer and the server man­
ager. 

• DECserver 300 Identification Card 

Provides the space to record the serial number. Ethernet address, 
DECnet node address. and DECnet node name of the server. This docu­
ment is inter.ded for the network manager. the software installer, and the 
server manager. 

• DECsen1er 300 Sofnmre Installation (op-sys) 

Explains how to install the DECserver 300 distribution software. how to 
confieure down-line load hosts. and how to verif\' the DECserver 300 
system installation. In the title. (op-sys) is the name of the load host op­
erating system. This guide is intended for the load host system manager 
and the server manager. 

• DECserver 300 Use 

Describes the user interface and the general functions of the server. This 
guide provides complete information for using all nonprivileged server 
commands. This guide is intended for users of interactive terminals con­
nected to DECsen·er 300 ports. 

• Terminal Scn·er l 1sers Reference Card 

Describes and gi\·es examples of the most frequently used nonprivileged 
"erver commands on a reference card. This card is intended for users of 
interactive terminals connected to server ports. 

• DECserver 300 Afonagement 

Describes all the initial and day-to-day management tasks required to the 
DECser\'er 300 manager. The topics cover all the information needed to 
configure the ports and to customize the permanent and operational da­
tabases of the sen·er. This guide is intended to the DECserver 300 man­
ager. 

• Terminal Server Commands and Messages Reference 

Describes the usage and syntax of all terminal server commands. This 
reference also lists and describes all status and error messages issued by 
the server. Thi5. reference is intended for the server manager but is use­
ful for terminal users who want more detailed reference information. 



• Local Area Transport (l..\T) Nenrork Concepts 

Describes the local area transport (LAT) protocol. and LAT network 
concepts. This document is intended for the server manager, the system 
manager. and the network manager. 

• Terminal Server Glossary 

Defines terms used in the server documentation sets. This is intended as 
a reference tool for all users of server documentation. 

DECserver 300 On-Line Documentation 

• DECsenr:r 300 Release Nores 

Describes any discrepancies between the actual product and the informa­
tion in the documentation "et. These notes are intended for the software 
installer and the DEC sen·er 300 manager. 

• On-Line Help 

Provides two forms of server help: tutorial help and command reference 
help. Tutorial help provides basic information about logging in and us­
ing the sen·er. Command reference help provides detailed information 
about using all the sen·er commands available at your pri\·ilege leve1. 
Help is intended for all server users. 

Associated Documents 

• Guide 10 Termtnal Sen-er Manager and Terminal Serl'er Manager Software 
lnstallauon Guide 

These documents contain the information necessary to install and run the 
Terminal Server Manager (TSM) software. an optional network manage­
ment product. which is installed onto a VAX/VMS system running DEC­
net-VAX. These guides describe how to use TSM to manage a mix of 
Digital Equipment Corporation Ethernet terminal servers connected for 
the installer and manager of the TSM software product. 

• Support Prim Ser C Digital internal llSe only) 

Contains circuit schematics. unit assembly drawings and parts list. 

xi 
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1 

System Overview 

1.1 Introduction 

The DECserver 300 server is a terminal server that enables devices to access 
and share the resources of host computers and other devices connected to the 
same Ethernet local area network (LANL The de'"ices supported include termi­
nals. printers. and personal computers. 

The DECsen·er 300 hardware supports the EIA-423-A electrical interface st an· 
dard. EIA-423-A is compatible with the EIA-.232-D interface. but supports 
longer cabling runs and higher signaling speeds. In addition to EIA-42~-A. the 
DECserver 300 has used special protection components that minimize damage 
to computing equipment caused by electrical overstress <EOS) and electrostatic 
discharges (ESD). EOS and ESD are the most common causes of communica­
tions equipment failure. 

The DECserver 300 server supports devices that require ch.1ta-leads-only for op­
eration. It htn two additional signals. DSR and DTR. which may be used as 
follows: 

• DSR logout - Logs out an attached device on power-down 

• DSR/DTR - Flow control for printers or other attached de\'ices 

• DSR - Status signal check for printers 

NOTE 

The DECserver 300 server does not support con· 
nections to wide·area networks ,·ia in'.'dems. or 
connections to non.LAT hosts. Users requiring 
these capabilities should use the DECserver 
200/MC which provides asynchronous modem 
support (both dial-in and dial-out). and uses the 
EIA-232-D interface. 

1-1 



1.1.1 Port Device lnterf ace 

The DECser\'er JOO sern.·r supports 16 asynchronous serial datu communication 
channels which allows any cornbination of 16 attached devices a, ·ess to the 
resources on a LAN ,·ia the 16 port de\·ice connectors. The port devic.:e L'Onnec· 
tors are modified modular .iacks (MMJs). 

1 .1.2 Network Interfaces 

The DECser\'er supports both Thin\Virc and standard Ethernet. 

A transcei\'er cable connects the server to i.1 standard Ethernet LAN. The trans· 
ceiver may be connected to any of the following: 

• .. \nother trnnscei,er cable section. This cable can be ~e<.:ured in an 
Etherjack junction box. 

• .-\ DELNI loi:al area inten.:onne<.:t. 

• A transceiver on a standard Ethernet L'uaxial cable for Digital Equip· 
ment Corporation baseband networks or a DECOM for Digital Equip· 
ment Corporation broadband networks. 

A ThinWire coaxial cable connects the server to a ThinWire Ethernet LAN. The 
server may be connected to any of the following: 

• A stand-alone ThinWire Ethernet coaxial segment 

• A DEMPR ThinWire Ethernet coaxial segment 

• ·\ DESPR Thin\Vire Ethernet coaxial segment 

1 .1.3 Benefits of Terminal Servers 

Connecting terminals remotely O\'er a LAN to computer resources instead of 
directly to a single host computer has many benefits. Such as: 

• Character interrupt handling is handled by the server instead of the host 
computer thus reducing the host computer overhead. 

• From an interactive terminal. a uset can connect to and use the re­
-,ources of any ~ervice node on the LAN that supports the LAT protocol. 
Once a user has logged into the service node. he/she can use application 
programs and utilities as if connected directly to that node through a 
port device. 
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• Once connected to u service node. a user cnn suspend a current interac· 
ti\'e session. open another session with the same node service or a dif· 
ferent one. use n different ser\'ice. and then suspend the second session 
and return to the first session picking up where he/she left off. While 
server users are normally limited to two or four sessions. the server can 
be configured to support up to eight sessions at a particular port. The 
multiple session capability saves the time normally required to return to 
the snme point in the session. 

• .\ user is not solely dependent on the arnilability of a single host com~ 
puter. If the service node currently being used goes off line for any rea­
son. a user can simply access a different service node and obtain the 
same service. If the scrwr is connected to a VAX cluster. the session 
''ill automatically be S\\ itched tn another ser\'ke node in the cluster that 
l)tters the same "en· ice. 

• The installation and management of systems and port de\'ices have less 
1mpaL·t t"1 u..;ers ( espet:ially "here users and 1.:omputer systems are often 
adLled to mmed to other physical locations on the same LAN). 

• The procedure for configuring and expanding the system capabilities is 
simplified. Thus terminal ser,ers further enhance the flexibility inherent 
in Digital Equipment Corporation extended LAN architecture. 

1.2 Overview of Local Area Transport (LAT) Networks 

A. local area transport (LAT) network consists pf LAT nodes (nodes running 
LAT protocol softwart,. their network interfaces. and the LAN hardware 
(Ethernet cable and so forth) that connects these nodes. 

The LAT proto<.:ol soft\\ are processes cL1mmunications directly over the LAN. 
The LAT protoct)I has its own transport mechanism and does not use the DEC­
net transport mechanism or the DECnet protocols and co-exists with other pro­
tocols on the same LAN. For example. a LAT network may also be a DECnet 
network. if some of the nodes on the LAN use DECnet protocols. Many DECnet 
nodes support LAT and DECnet simultaneously through the same physical 
Ethernet interface. 

The only feature that makes any network node a LAT node is the presence of 
software that implements the LAT protocol. LAT software must reside on the 
ser\'ers and on the service nodes that interact with them. The LAT software that 
resides on nodes that offer services is referred to as service software. 
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1.3 Overview of the Server 

The "t'r\'t'r 1.'nmprises the folio" ing major 1.'tm1ro11t'nts l see •~igure 1-1 l: 

• Hardware 

• ROf\t-bnsed firmware 

• Ser\'er image l softwart') 

Figure 1-1: DECserver 300 System Block Diagram 
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1.3.1 Server Hardware 
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There 1s only one model of the DECsen·er 300 ( DSRVF-B:x) but this model has 
t\\ o 'ersions depending on the input \'Oltage as shown Table 1-1: 

Table 1-1: Versions of the DECserver 300 (DSRVF-Bx) 

Model Version 

DSRVF-BA 

DSRVF-88 

Input Voltage 

100-120 Vac 

220-240 Vac 

DECserver 300 Technical Description 



The st>r\'er is sho\\ 11 in Figure 1-2. 

Figure 1-2: DECserver 300 Model DSRVF-Bx 
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1.3.2 ROM-Based Firmware 

The firmware is permanently stored in the ROM. The type of ROM used is 
electrically programmable read-only memory (EPROM). The firmware provides 
the fnllo\\ing sen·ices: 

• .-\. diagnostic self -test program which automatically tests the following: 

Internal hardware components 

Interface to the standard and ThinWire Ethernet 

Device port interfaces 

• .\ maintenance operation protocol ( !VlQP) progrcun - The MOP program 
initiates do\\'11-line loads of the sen·er image and. in the event of server 
..;oftware failures. initiates up-line dumps of server memory to the load 
hoo.;t. 

• Repair1debug utilities - The repair/debug utilities enable design. manu­
facturing.. and repair personnel to locate faults. 

1.3.3 Server Software 

The sen·er us ... -~ DEC serve·· 300 soft\,·are, Version 1.0. The software resides on 
the load host and comprises three compunents: 

• The ser\'er image 

• The load host configuration procedure: DSVCONFIG 

• The Terminal Ser\'er Manager lTSM). \ersion 1.3 or later - Optional 

The load host can be any host computer on the same LAN that is running 
DECnet software. Phase IV and the appropriate operating system software. Re­
fer to the DECscrver 300 Software Product Dcscripiion for information on the 
.;;upported operating systems. 

1.3.3.1 Server Image 
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The ser\'er image is the software which operates the ser\'er and must be down­
line loaded from the load host. 

Until the sener image is loaded. the ser\'er can only run its ROM-based firm­
\\ are. Once the server image is loaded, the server acces'-es the permanent data­
base that is stored in the non-volatile random access ir· 'mory (NVRAM) and 
creates an operational database in dynamic random access memory (DRAM). 
The type of non-\·olatile memory random access memory (NVRAM), used in the 
server. is electrically erasable programmable read only memory (EEPROM). 
The rnlues in the operational database are used by the server image when oper­
ating the server. 

DECserver 300 Technical Description 



NOTE 

The operational database \'alues can be changed by using the SET command. 
The permanent database ,·a\ues can be changed by using the DEFINE com­
mand. Refer to the DECserver 300 Manugemem manual for further information 
on the server databases and procedures for changing them. 

1.3.3.2 The Load Host Configuration Procedure: DSVCONFIG 

The load host procedure ( DSVCONFIG) is a command procedure which you 
use to configure your load host's database. The load host's database includes 
information on the sen·ers a\'ailable and their DECnet characteristics. which is 
necessary for down-line load and up-line dump. For further information on 
DSVCONFIG. see the DECscrrer 300 /\fanaRement manual. 

1.3.3.3 The Terminal Server Manager (TSM) 

The Terminal Server l\fanager ITSMl is an optional software product that helps 
the sen·er manager remotely monitor and control multiple sen·ers on the LAN. 
TSM runs on suitably configured VMS systems running DECnet Phase IV. 
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Server Hardware, Specif lcatlons, and 
Cables 

2.1 Introduction 

This chapter describes the sen·er hardware. specifo.:ations. and options .. ·\lso. it 
lists the cables required to connect the ~erver to the 'arious port de\' ices nnd to 
the Ethernet LAN. 

2.2 Server Hardware 

The follo\\ ing seL·tions describe the sen er controls. indicators. 1.:onnectors. and 
ac~essories that ship "ith the server 

2.2.1 Server Controls, Indicators and Connectors 

All of the server controls. indicators. and connectors tlmt are used during 
sener operation are located on the rear of the ser\'er and are shown in 
Figure 2-1. The ser\'er controls are described in Table 2- 1. The indicators are 
described in Table 2-.2 and a brief description of the connectors ts ~!I\ en in 
Table 2-3. 
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Figure 2-1: DECserver 300 Back Panel 
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Table 2-1: Server Controls 
Control 

Server database reset S\\ itch (S l l 

\'olta~e select "wnch 

( 'ircun hreaker 

Standard/Thm\\ire selector switch 

Table 2-2: Server Indicators 
Indicator 

Standard/ThinWire selector LED 

Seven-Segment Displa~· 

Diagno,.tic Ont 

Table 2-3: Server Connectors 
Connector 

Port device connectors 

Standard Ethernet connector 

Thin Wire Ethernet connector 

Power cord receptacle 

Grounding screws 

DECserver 300 Technical Description 

Oaecrlptlon 

This switch. in conjunction with power-up. 
restores factory-set parameters in the 
server's database. 

This switch sels the input voltage to the 
range required ( I 00-120 Vac or 
220-240 Vac}. 

This circuit breaker (press to reset) pro­
tects the power supply against excessive 
current. 

This switch selects either ThinWire or 
Standard Ethernet. 

Display 

Lights (green l to indicate that the Thin­
\Vire Ethernet connector is <;elected. 

This display provides error and status in­
formation. 

The decimal point on the seven-segment 
display provides diagnostic information. 

Description 

These are I h. 6-pin female modified 
modular jack ( M MJ) connectors used to 
connect devices to the server. 

This single 15-pin female 0-connector is 
used to connect to a standard Ethernet 
lor ' area network using transceiver cable. 

This single female BNC connector is used 
to connect to a ThinWire Ethernet local 
area network using ThinWire cable and a 
T-connector. 

The server power cord plugs into this re­
ceptacle. 

These screws provide grounding points for 
shielded cables. 
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2.2.2 Server Connectors 

This section describes the following DECserver 300 hardware connectors: 

• Ethernet transceiver interface 

• Device port connector - modified modular jack (MMJ) 

2.2.2.1 Ethernet Transceiver Interface 

2-4 

The DECserver 300 hardware has a ThinWire Ethernet connector and a stan­
dard Ethernet connector. The ThinWire Ethernet connector is a 50-ohm. 
RG.58-type. BNC connector with one pin and a shield. 

The standard Ethernet transceiver interface matches the signal specifications 
described in The Ethernet: A LuuJ.l .trea Network: Data Link Layer and Physical 
Layer Spec(fication. 

Figure 2-2 shows how the pins are numbered on a standard Ethernet trans­
ceiver interface connector. The signals for the standard Ethernet connector pins 
are listed in Table 2-4. 

Figure 2-2: Pin Numbers for the Standard Ethernet Transceiver 
lnterf ace Connector 

PIN 1 8 

~000000000000000/i 

PIN 9----15 

U<G-2582-89 
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Table 2-4: Pin Descriptions for Standard Ethernet Transceiver Interface 

Pin Number Signal Name 

Shield 

2 Collision presence + 

Transmit + 

Reserved 

Receive + 

+ 12 \'olt power return 

Reserved 

Reserved 

Collision presence -

10 Transmit -

11 R~serv~d 

12 Receive -

+ 12 \'oh power 

14 Reserved 

15 Resen·ed 

2.2.2.2 Device Port Connectors 

Modified modular jack (f\.1MJ) connectors are used for connecting devices to the 
ports on the DECserver 300 hardware. 

Figure 2-3 sho\\'s shows how the pins are numbered on an MMJ connector and 
Table 2-" list~ rhe signals on the pins. 

Figure 2-3: Pin Numbers for the Device Port Connector 

PIN 1-6 

U<G-2583-80 
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Table 2-5: Pin Descriptions for Device Port Connector 
Pin Number Signal Name 

DTR 

2 Transmit data 

3 Transmil common 

Receive common 

5 Receive data 

DSR 

2.2.3 DECserver 300 Accessories 

The DECsen·er 300 ships with the following accessories: 

• B1'C T-connector ( 12-25869-01) 

• BNC 50-ohm terminators ( 2) ( 12-26318-01) 

• Software license 

• H3103 loopback connector <12-25083-01) 

• Country kit (must be ordered separately for DSRVF-BB) 

2.2.3. 1 DECserver 300 Country Kits 

The DEC sen er 300 countn· kits consist ot: 

• Power cord 

• DECserrer 300 Hardware Installation manual 

• DECsener 300 Identification Card 

• Blank ID labels 

• Rack mount kit 

• FTZ card (Austria and Germany only) 
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2.3 Specifications 

The following sections list server specifications 

2.3.1 Physical Requirements 

The DECserver 300 hardware should be placed at least 45 centimeters 
( 18 inches) above the floor. Allow for 15 centimeters ( 6 inches) of airspace 
around the server air vents. Table 2-6 shows the size and weight of the server. 

Table 2-6: Physical Specification 
Dimension Measurement 

Width -lQ.3cmI194 mchesl 

Height 11 . ., cm I .J. h inche.; 1 

Depth 31.2 cm (I :.3 mchesl 

Weight S .4 kg ( I I . 9 lhs I 

2.3.2 Environmental Requirements 

Environmental requirements for temperature and humidity must be within the 
ranges shown in Table 2-7. 

Table 2-7: Environmental Specification 
Parameter 

Temperature t 

Operating 

Nonoperating 

Maximum temperature changes 
per hour 

Altitude 

Operating 

Nonoperating 

Relative Humidity 

Operating (noncondensmgl 

Nonoperating ( noncondensmg 1 

Minimum 

5°C (41°Ft 

-40°C (--Ul°Fl 

I ov-c 

I O'C 

Maximum 

511°C I 122 °Fl 

h6°C(l51°Fl 

2-H8 meters 
(8000 feet) 

4877 meter-; 
I ! 6UllO lee! I 

t If you are operating tl-te server aho\e 2.4 kilometers I 8000 feet. decrease the operaung 
temperature specification bv l. 8 °C for each l 000 meters I l °F for each I 000 feet 1. ---
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2.3.3 Electrical Requirements 

The Power at tht electrical outlet must match the requirements shown in 
Table 2-8. 

Table 2-8: Electrical Requirements 
Parameter 

Voltage Range 

Frequency 

Line Current 

Power 

DSRVF-BA 

100-120 Vac (3-wire. 
single phase) 

50 to 60 Hz 

1.0 A 

75 w 

DSAVF-88 

220-2.io Vac 

50 to 60 Hz 

0.5 A 

75 \V 

2.3.4 Leakage Current 

The DECserver 300 hardware leakage current is shown in Table 2-9. 

Table 2-9: Leakage Current 
Parameter 

Voltage Range 

Frequencv 

Leakage Current 

DSRVF-BA 

100-120 \" ac (3-wire. 
single phase I 

50 to 60 H7 

0 68 m . .\ 

DSRVF-BB 

50 to 60 Hz 

0.86 m . .\ 

2.4 Cables and Adapters 

The following sections describe the cables and adapters which are used to con· 
nect the server to devices and to an Ethernet LAN 

2.4.1 Ethernet Cables 

2-8 

The sen·er can be connected to either a standard Ethernet or a ThinWire Ether­
net LAN. Section 2A. l.1 describes the cables us~d to connect the server to a 
standard Ethernet LAN and section 2.4..1.2 describes the cables used to connect 
the ser\"er to a Thin Wire Ethernet LA\!. Table 2-1 o shows the maximum dis­
tance for different cable types. 
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Table 2-10: Maximum C8bling Distances 

From 

Server 

Server 

Server 

Server 
t 

To 

Transceiver 

Transcei\·er 

Power outlet 

DESPR/ 
DEM PR 

Maximum Distance 

50 meters ( 164 feeo 

12.5 meters (41 reel) 

1.8 meters (6 feeu 

185 meters ( 606 reell 

t No other device in ThinWire segment 

2.4.1.1 Standard Ethernet Cables 

Cable Type 

BNE3x-xx 
standard 
transceiver 
cable 

BNE..ix-xx 
office trans­
ceiver cable 

Server power 
cable 

H82.J3-A cable 

The following transceiver cables are used to connect the ser1er to a standard 
Ethernet LAN. 

• BNE3x-xx IEE 802.3 standard tran~ceiver cables 

• BNE4x-xx IEE 802.3 office transceiver cables 

BNE3x-xx standard transceiver cable is available in FEP versions. for use !n 
return air conduits. and in PVC \·ersions. for use in nonenvironmental air­
spaces. The large diameter of this cable results in a IO\'\rer signal cable loss per 
length of cable than the smaller diameter office transceiver cable. Two styles of 
connectors are available: a straight connector and a right angle connector. 

BNE3x-xx standard transceiver cables are available in lengths of 5 meters 
(16.4 feet). 10 meters (32.8 feet), 20 meters (65.6 feet). and 40 meters 
(131.2 feet). 

BNE4x-xx office transceiver cable is available in PVC versions for use in non­
environmental airspaces. The smaller diameter of this cable makes it ideal for 
use in office environments, however the smaller diameter results in a cable 
signal loss that is four times greater than that of BNE3x-xx transceiver cables. 
Two styles of connectors are available: a straight connector and a right angle 
connector. 

BNE4x-xx office transceiver cables are available in lengths of 2 meters 
(6.6 feet) and 5 meters (16.4 feet). 
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2.4.1.2 ThinWire Ethernet Cables 

ThinWire coaxial cables are used to connect the server lo a ThinWire Ethernet 
LAN. This cable is available in FEP versions. for use in return air conduits. and 
in PVC versions. for use in nonenvironmental airspaces. Table 2-t 1 lists order 
codes and cable lengths for bulk ThinWire cables. 

Table 2-11: ThinWire Coaxial Cable 
Order Code Type Length 

H8243-A PVC 304.8 meters ( IOOO feet) reel 

H8244-A FEP 30-U~ meters ( IOOO reeo reel 

2.4.2 Device Port Cables and Adapters 
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The cables shown in Table 2-13 are used to connect ro the device ports and 
Table 2-12 shows the maximum cabling distance. Table 2- 14 describes the 
adapters which are us~d. 

Table 2-12: Maximum Cabling Distances - Server to Devices 
Une 

From To Se!ed Maximum Distance Cable Tm• 

Server 1 RS·423/ 4.8 Kb/s 1200 meters ( -IOOO reeo H82-'S or H8246 
EIA-·'23-A 9.6 Kb/s 900 meters ( 3000 leer J f2-' AWG, .i pair. twisted 
device 19.2 Kb/s 300 meters ( lOOO fet!l J pair) 

Server 1 EIA-232-D .i.s Kb/s 75 meters (250 ree1,:2 2-i A WO. twisted pair 
device 9.6 Kb/s 75 meters (250 reeo2 

19.2 Kbis 15 meters ( 50 feet J2 

Server 1 EIA<~3~-D -U! KbJc; 15 meters 150 feet JZ 8Cl6E 
de\'ice 9.6 Kb/s 15 meters ( 50 feel ,2 

19.2 Kb/s 15 meters ( 50 feeu2 

1 If it is necessarv to use shielded cables. then the maximum distances must be de-rated 
because of increased cable capacitance. Jn such situations Digital recommends that 50 
feet be considered the maximum. 

2 May be extended by using the H 3105 active adapter . 
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Table 2-13: Device Port Cables 
Order Code Description 

H8245 or H8H6 4 pair. twisted pair. 1000 rt. reel. H8245-A is PVC 
\·ersion. H8246-A i" plenum-grade. 

BC16E-xx t Terminated. 6-conductor cable 

BC23P-JO to fl. DECconnect SER cable. unshielded 

BC23R-10 IO ft. DECconnect SER cable. shielded 

t Available in 3.05 meter (IO feel). 7.62 meter (25 feeo. and 15.24 meter (50 feel) 
len2lhs 

Table 2-14: Device Port Adapters 
Description 

\IMJ loopback connector 

25-pin passive adapter - lemale to '.\1MJ 

9-pin passi\·e adapter - female to '.\1:\U 

25-pin passive adapter - malt: to MMJ 

25-pin passi\·e adapter - male to \fMJ 

25-pin passi\'e adapter - male to '.\IMJ 

Cable concentrator funshieldedl 

Cable concentrator (shieldedJ 

'\ion DECconnect: 

Male to 50-wa~· champ connector to eight MMPs 

MMP to RJl2 (socket! 

2.5 Port Devices Supported 

Order Code 

H3l03 

H8571-A 

H8571-B 

H8571-C 

H8571-D 

H857 l-E 

HJIO.& 

H3125 

Pan Sumber 

MOD-TAP 24-665-13 

MOD-TAP 09-100-650 

The following sections list port devices that are supported by the server. For the 
latest listing of supported devices. see the DECserver 300 Product Description 
that applies to your operating system. 

2.5.1 Terminals 

The server supports Digital Equipment Corporation and non-Digital terminals 
that generate both 7-bit and 8-bit characters. 

Digical terminals supported by DECserver 300 include: 
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• LA\12, LA34. LA35. lA36. and LA38 

• Vf52 

• VT101. VT102. VT125. VT131 

• VT220. VT240. VT241 

• VT320. VT330. VT340 
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2.5.2 Personal Computers 

The server supports Digital and non-Digital personal computers in either termi· 
nul emulation mode or file transfer mode. 

Digital personal computers supported by the server include: 

• Professional 325, Professional 350, Professional 380 

• Rainbow t OOA. Rainbow 1 OOB. Rainbow t 00+ 

• DECmate n. and DI 

• VAXmute 

Non-Digital computers supported by the server include: 

• IBM PC 

• IBM PC/XT 

• I.BM PC AT 

2.5.3 Printers 

The server supports Digital and non-Digital printers that use RS-232-C 
(EIA-232-D) and EIA-423-A serial ports. 

Digital printers supported by the server include: 

• LASO. LA200. LA210 

• LNOlS, LN03S (Laser Printers) 

• LCPOl (Ink Jet Printer) 

• L1P02. LQP03 (letter Quality Printers) 

• LXY12-DA, LXY22-DA (Graphics Printers) 

• LGOtS, LG02 (Graphics Printers) 

• DCTOt. DCT03 (OECtalk) 
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Server Hardware Functional Description 

3.1 Introduction 

The serwr has the following functional subsystems I see Figure .~-1 ): 

• Central prrn.:essing unit ( CPUl 

• Dynamic RAl\t I DR...\l\tl and p~mt~ 

• Peripheral 

• Data path arbitrator I DPA) 

• '\JetwtH·k intertace (NI l 

• lnitiahzatinn 

• Refresh 

• P0\\er supply 

The central processing unit tCPUl subsystem controls the sen·er. It contains the 
16.67 !\'lhz 118020 microprocei;;sor. system clocks and their buffers. address de­
code and data signal acknowledge ( DSACK) logic. 

The d~ na1111l R:\M t DRA!\l) and parit~ subsystem contains Mbyte of memory 
that is used b~ the 6R0.20 microprOL·essor. 

The pc11pheral sub'.'>~ r..tem. "hich is L'Ot111ected by the 111-bit b-BUS. rnntrols the 
fllw. nf data between the external port de\ ices ;:md the ser\'er. The peripheral 
subsystem also 1.:ontams all of the internal cirn1itr~ that must interface with the 
680..:0 microprocessor. except the DRAM and the network interface subsystem. 
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The peripheral subsystem contains the followirig circuits (see Figure 3-1): 

• 16-bit B-BUS system 

• Address decode logic 

• Interrupt system 

• Configuration register (Config. Reg.) 

• Electrically erasable programmable read-only memory (EEPROM) 

• Ethernet station address read-011ly memory (SAROM) 

• Electrically programmable read-only memory ( EPROM) 

• Dual universal asynchronous receiver1transmitters (DU ARTS) 

• Serial Dri\'ers/Receivers 

The data path arbitrator (DPA) subsystem controls the sharing of memory be­
tween the 68020 microprocessor. the network subsystem. and the refresh logic. 

The network interface subsystem controls the flow of data to and from the 
Ethernet. The network interface subsystem contains the following circuits: 

• Local area network controller for Ethernet (LANCE) 

• Serial interface adapter (SlA) 

• DP8392 transceiver 

The initialization subsystem controls the initializing of all of the other subsys­
tems and contains the reset timers. 

The REFRESH subsystem refreshes the DRAM. 

The power supply subsystem provides +5 Vdc. +12 Vdc. and -12 Vdc. 

Server Hardware Functional Description 



Figure 3-1 : Server Hardware Overview 
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3.2 CPU Subsystem 

The C'PU subsystem consists of the following functional blocks: 

• 68020 microprocessor 

• System addressing 

• Bus timer 

• Clock generation logic 

The following sections describe these functional blocks. 

3,2.1 68020 Microprocessor 

The 68020 microprocessor has a 32-bit data bus. a 3:-bit address bus and is run 
at 16.67 Mhz. The microprocessor accesses the DR.\M on a cycle-by-cycle basis 
as decided by the data path arbitrator (DPA). The DPA assigns priority as fol­
lows: 

1. LANCE 

2. REFRESH 

3. 68020 microprocessor 

The 68020 microprocessor communicates with the peripheral subsystem 
through a buffered 16-bit address bus and a buffered 16-bit data bus. 

3.2.2 System Addressing 
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The 68020 microprocessor. with its 32-bit address bus. can address up to 
4 gigabytes of memory. The server uses l megabyte of memory that is accessed 
by address lines A<19:0>. Address lines A<26:24> select which device is used. 
Addre~s lines A<31 :27> and address lines A<23:20> are not used. Table 3-1 
shows the server memory address map. 

Server Hardware Functional Description 



Table 3-1: Server System Address Map 

Devices 

EPR0\1 

SA ROM 

EEPRO\l 

DU . .l,RTO 

Dl:ARTI 

Dl'ART2 

Dl1ART 3 

DL' ART 4 

DVART5 

DLARTh 

DL..\RT7 

CON. REG. 

LANCE3 

ORA\l 

31 

X' 

x 
x 

x 
x 
x 
x 
x 

x 
x 

'\ 

x 
04 

x 

1 X = Don't Care 

26 25 24 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 s 2 1 0 

() 0 0 

0 0 

0 I 0 

O I 

0 I 

0 I 

fl I 

o I 

II I 

II I 

o I I 

() 

0 

I I I 

X X X X A2A A A A A A A A A A A A A A A 

XXXXXXXXXXXXXXAAAAAO 

XXXXXAAAAAAAAAAAAAAO 

X X X X X X X X X X X X 0 0 0 A A A A 0 

XXXXXXXXXXXXOO AAAAO 

X X X X X X X X X X X X 0 0 A A A A 0 

XXXXXXXXXXXXO AAA AO 

XXXXXXXXXXXXI o O AAA AO 

XXXXXXXXXXX'\ 0 AA.AAO 

x ' x x x x x x x x x \ 
x x x x x x \ x x x x x 

OAAAAO 

A A A Ao 

X X X X X X X X X X X X X X X X X X X A 

X X X X X X X X X X X X X X X X X X A X 

A A A A A A A A A A A A A A A A A A A A 

2 A = Address hit (I or 01 

3 As a slave.The ti~020 can onlv perform word accesses to the LANCE when the LA:'llCE is a slave. 
The LA:'\CE. as master, can access DRAM onh. 

4 The LX\CE requires Addres" bit 31 to be 0. All other devices are X for hit 31. 

The hexadecimal addresses that derive from Table 3-1 are shown in Table 3-2. 
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3.2.3 

Table 3-2: Hexadecimal Addresses of Devices Accessed by the 68020 
Microprocessor 

Devices Hexadecimal Addresses 

EPROl\I 00000000 - OOFFFFFF 

SARO~I 01000000 - 0 l FFFFFF 

EEPRO\t 02000000 - 02FFFFFF 

DUARTO 03000000 - 0300001E 

DU ART I 03000020 - 0300003E 

DUART2 03000040 - 0300005E 

Dl'ART3 030000fll> - 0300007E 

DC.~RT-' 03000080 - U300009E 

oc;,RT5 030000AO - ll30000BE 

Dl'ART<i 030000CO - 030000DE 

DliART7 030000EO - 030000FE 

CON. REG. 05000000 - OSFFFFFF 

LANCE 06000000 - 06FFFFFF 

DRA\1 07000000 - 07FFFFFF 

Bus Timer 

The bus timer ensures that the server will recover from incomplete bus cycles. 

The timer detects errors in the reading and writing of data to and from the 
68020. and expires. This causes the DPA. B-BUS and LANCE to be reset and a 
bus error exception routine to be run. 

3.3 DRAM and Parity Memory Subsystem 

The DRAM and parity memory subsystem is divided as follows: 

• DRAM organization 

• DRAM initialization 

• DRAM addressing 

• DRAM refresh 

The following sections describe these functions in more detail. 
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3.3. 1 DRAM Organization 

The DRAM of the server appears. to the CPU and LANCE, to consist of 
1 megabyte of dynamic RAM organized in a block 256K deep by 32 bits 'vide 
(see Figure 3-2). The data in DRAM is organized in longwords that are 4 bytes 
in width and a single parity bit is associated with each byte of data (see 
Figure 3-3). Each of the four data bytes can be accessed individually if re­
quired. 

Figure 3-2: DRAM Organization 

I 
1~ 

I 
... ~------------ 32 BITS-----------•.-~!I 

Figure 3-3: DRAM Organization - Data and Parity 

+BYTEO~ +BYTE1..+ +BYTE2-+ +BYTE3-+ 

j • 

-

8-BIT DATA 

BYTE 0 
PARITY BIT 
<ODO) 

a 

-

8-BIT DATA 

BYTE 1 
PARITY BIT 
(OOD) 

~ ~ 

-

8-BIT DATA 

BYTE 2 
PARITY BIT 
(ODD) 

a 

-

8-BIT DATA 

BYTE 3 
PARITY BIT 
(000) 

Each time the CPU or LANCE writes to DRAM. they generate a parity bit per 
byte of data. The parity bit is written into parity DRAM at the same time the 
data is written into data DRAM. Only the parity bits of the bytes being written 
are effected during a \Vrite cycle. 

Each time the CPU or LANCE reads from DRAM. all four bytes with their 
corresponding parity bits are read from DRAM and checked to see if a parity 
error exists. This is the case regardless of whether the data being read is byte, 
word. or longword in length. This means that before parity checking is enabled 
on power-up. data must be written to all locations in DRAM to avoid a false 
parity error being generated. 
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The Data Path Arbitrator (DPA) contains the parity generation and check logic. 

3.3.2 DRAM Initialization 

The DRAM takes about 200 microseconds to stabilize following power-up or 
hardware watchdog reset. A read operation of any DRAM location is carried out 
to initialize the internal refresh address counters. Following this read operation, 
data is written to all locations in DRAM to prevent a false parity error being 
generated (see Section 3.3.l). The DRAM is then ready for use. 

3.3.3 DRAM Addressing 

The DRAi\il has a 4-bit address bus and a data location is accessed by first 
putting the row address on the bus followed by the column address (RAS before 
CAS). The DPA decides what device (LANCE. C'PU. or Refresh) accesses the 
DR'\l'v1 and also multiplexes the ;equired column and row address onto the 9-bit 
add res~ bu~. 

The DRAi"l memory is contained on 12 chips: 8 data DRAM chips and 4 parity 
DRAM chips (see Figure 3-4). The 9~bir address lines are connected in parallel 
to all 12 chips. Each data chip is divided into 512 rows by 512 columns and, 
when the row and column address has been decoded. outputs 4 data bits onto 
the data lines. This gives a total of 32 bits for che eight chips. Each parity chip 
is divided into 256k by 1 bit and. when the row and column address has been 
decoded. gives 1 parity bit per byte of data. This gives a total of 4 parity bits 
per longword address. 

3.3.4 DRAM Refresh Subsystem 

3-8 

When Rdresh accesses the DRA\1. all columns corresponding to a particular 
row are refreshed sunultaneously. Refresh uses the internal row address counter 
in DRAM to select the particular row to be refreshed. 

The DRAM requires that all locations are refreshed every 8 ms. Therefore there 
must be 512 refresh cycles ery 8 ms and the Refresh must prompt the DPA to 
gain access to the DRAM. 
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Figure 3-4: DRAM Addressing 

DATA 4 DATA BITS 
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3.4 Peripheral Subsystem 
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The peripheral subsystem section of the server consists of the following (see 
Figure 3-5): 

• B-BUS system 

• Address decode logic 

• Interrupt system 

• Configuration register (Config. Reg.) 

• Electrically erasable programmable read-only memory (EEPROM} 

• Station address read-only memory (SAROrvl) 

• Electrically programmable read-only memory (EPROM) 

• Dual Asynchronous Universal Receiver/Transmitters (DUARTS) 

• Serial drivers/receivers 

The following sections describe these circuits. 
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Figure 3-5: Peripheral Subsystem 

TO/FROM OPA 

TO/FROM CPU 

....___ ...... .----i '------------ BIBUS 

INTERRUPT 
CONTROL 

CONFIGURATION EEPROM 
REGISTER 

STATE 
MIC 

B-BUS SYSTEM 

SA ROM EPROM 
DU ARTS 
(8) 

SERIAL ORIVERSrAESEIVERSIPAOTECTION 

PERIPHERAL SUBSYSTEM 

JO~ DEVICE PORTS:--t1 ... ~J15 

3.4.1 The 8-BUS System 

The B-BUS system is 16-bit buffered bus system that connects the peripheral 
devices to one another and to the upper 2 bytes of of the CPU data bus. 

3.4.2 Address Decode Logic 

The address decode logic selects and enables the rele,·ant device on the B-BUS 
to respond to the address currently on the 1 c -bit address bus. 
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3.4.~ Interrupt System 

When an interrupt is raised the interrupt system encodes the priority level of the 
interrupt and notifies the 68020 microprocessor. The 68020 recognizes the level 
of interrupt and requests the vector address from the B-BUS system. The B-BUS 
responds by sending the vector address or requesting that the 68020 micropro­
cessor automatically generate a vector. 

The 68020 microprocessor has seven levels of interrupts. Level 7 is the highest 
priority and level l the lowest. Table 3-3 shows how the interrupt priority levels 
are assigned. 

Table 3-3: Interrupt Priority Level Assignments 

Level 

, 
5 

Interrupting Device 

Pant\ t!rror 

Software \\ <1tc:hdc1~ llmer 

Receiver interrupt (DUARTl 

crs interrupt t 
LA!\CE interrupt 

General timer interrupt 

Transmit interrupt (OUARTl 

t Onlv used if Dl' ARTS are configured for DSR/DTR use. 

3.4.4 Configuration Register 
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The configuration register is a 16-bit wide. write only. register. The lower seven 
bits control the seven segment display. The most si~~nificant bit ( MSB) of the 
lower byte indicates self-test is in progress. and the upper eight bits are used for 
diagnostics. Table 3-4 describes the bit definitions for the configuration register 
and Figure 3-6 shows the segment definition fm the seven-segment display. 
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Table 3-4: Configuration Register Bit Definition 

Bits 

< 15> 

<14> 

<13> 

.__ 11> 

<lib 

<""'!> 

<5> 

<-I> 

<2> 

<I> 

<0> 

Name 

Dt:ARTCLR H 

Loopback H 

\l/C 

\l!C 

'\;C 

EEPRO\IE\\'E H 

H\\'CLR 

PERRCLR 

SELF-TEST H 

Description 

\\'hen dear. resets the DUARTs 

When set. causes RTS 10 be loopback~d 10 
CTS on all DUARTs 

When st>t. enables writes to EEPROI'vt 
!NVRAl\ll 

\\'hen transttinned from 0 le I clears 
hardware wa1chdPg timer 

\\hen clear. di~ahles and clears paritv error 
interrupts 

\\'hen set. :nd1ca1es self-test is in pro~ress 

\\'hen set. turns ol f segment 6 
\\'hen dear. turns on ~egmem n 

When set. turns off sec.ment 5 
When clear. turns on segment 5 

\\'hen set. 1 urni; off sec.ment -I 
\\'hen clear. turns on segment -I 

When set. turns off sec.ment 3 
\\'hen clear. I urns on segment 3 

When set. turns olf sec.men! 2 
When clear. 1urni; on ~egment 2 

\\'hen o;;;et. turns off o;ecment I 
\\'hen clear. turns on ~egmem 

\Vhen set. turns off segment O 
When clear. turn" on ~egrnem O 

Figure 3-6: Seven-Segment Display - Segment Definition 
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5 
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3 
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3.:t.5 Electrically Erasable Programmable Read-Only Memory (EEPROM) 

The EEPROM is also known as NVRAM (Non-Volatile RAM) and is used to 
store the server permanent database and fault history. The EEPROM has an 
8 ki.obyte capacity. 

3.4.6 Station Address Read-Only Memory (SAROM) 

The SAROM is a 32-byte Programmable read-only memory (PROM) that is 
used to store the Ethernet Address of the server. 

3.4. 7 Electrically Programmable Read-Only Memory (EPROM) 

The EPROM has 64 kilobytes and and stores the firmware code. The firmware 
code includes self-test, maintenance operation protocol (MOP), and utilities. 
EPROM also contains the factory settings for the server's parameters. 

3.4.8 Dual Universal Asynchronous Receiver/Transmitters (DUARTS) 

The eight DUARTS convert the parallel data from the B-BUS to serial data for 
transmission to the serial drivers. and convert the serial data from the serial 
receivers to parallel data for the B-BUS. 

Each DUART consists of two serial full-duplex asynchronous receiver/transmit­
ters. a 16-bit programmable count ~r/timer. a 7-bit input port and an 8-bit output 
port. 

Both the hardware watchdog t.mer and the software watchdog timer use 
DUART timers. The following sections describe the the tunction of these tim­
ers. 

3.4.8.1 Hardware Watchdog Timer 

The hardware watchdog timer ensures that the server can recover from a halted 
processor or corrupted code that the software watchdog timer cannot handle. 

The timer is programmable and is loaded during initialization and reloaded 
regulai ly by the software. lf the software crashes, it is unable to reload the 
hardware watchdog timer and the timer expires. This causes a hardware watch­
dog timer to set a flip-flop and to reset the entire module with the exception of 
the lower byte of the configuration register and the flip-flop. Bit 7 of the con­
figuration register is the self-test bit. 

When the firmware recognizes the hardware watchdog reset signal it does the 
following: 

• Dumps the contents of DRAM to the host 
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• Starts self-test 

• If self-test is successful. loads software-image from host and transfers 
control to software 

3.4.8.2 Software Watchdog Timer 

The software watchdog timer ensures that the sen·er can recover if the software 
goes into a loop or stops. 

The timer is programmable and is loaded during initialization and reloaded 
regularly by the soft\vare. When the software stops or goes into a loop, the 
timer expires and causes a level 6 interrupt. The level 6 interrupt calls a soft· 
ware routine that. in turn. calls the firmware. The firmware 2oes through the 
same routine as for a hardware watchdog timer timeout. - .... 

3.4.9 Serial Drivers/Receivers 

The serial drivers/receivers con\'ert out2oine data/sienals from the DUARTS to 
..... ~ -

EIA-423-A format for transmission via the 16 asynchronous ports. The serial 
dri\'erslrecei\'ers also convert incoming data/signals from the 16 asynchronous 
ports to a suitable format for input to the DUARTS. EJA-423-A is compatible 
with th~ EIA-232-D interface. but supports longer cabling runs and higher ca­
hling speeds. In addition. EIA-423-A minimizes damage to computing equip­
ment caused by electrical overstress (EOS) and electrostatic discharge (ESD). 
EOS and ESD are the most common cause of communications equipment fail­
ure. 

3.5 Data Path Arbitrator(DPA) 

The DPA controls access to DRAM by 

• CPU 

• LANCE 

• REFRESH 

The DPA provides an interface for these devices. acknowledges requests for use 
,1f the DRAM and places a priority on each request. When the DPA grants 
access to DRAl\11. by CPU or LANCE. it multiplexes the row and column ad­
dress onto the DRAM address lines and checks for parity error (read cycle) or 
generates parity bit (write cycle). 

3.6 Network Interface Subsystem 

The network interface subsystem consists of three functional blocks (see 
Figure 3-7): 
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• DP8392 coaxial transcei,·er interface !CTll 

• Serial interface adapter (SlA) 

• Local area network controller for ethernet (LANCE) 

• Standard/ThinWire selector switch 

These functional blocks are described in greater detail in the followine sections. ... ... 

Figure 3-7: Network Interface Subsystem 
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I l<Jl.-----"" L------.J .,.------.. 

3.6.1 DP8392 Coaxial Transceiver Interface (CTI) 

The DP88392 coaxial transceh·er interface (CTI) connects to the ThinWire 
Ethernet via a BNC connector. The CTI performs transmit, receive. and colli­
sion detection functions for the network controller. 

3.6.2 Serial Interface Adapter (SIA) 

T!1e SIA performs manchester encoding and decoding of the data transferred 
o,·er the net\\·ork. Also. the SIA filters noise and interprets collisions for the 
LANCE circuit. 

3.6.3 Local Area Network Controller (LANCE) 

3-16 

The LANCE converts data between the network serial format and the system 
byte-\\ ide format. The LANCE operate'i in two modes: 
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• Slave mode - The LANCE accepts instructions and control information 
from the DPA. 

• Master mode - The LANCE transmits and recei\"es data to and from 
DRAM using Direct Memorv Access (DMAl. 

~ . 

The LANCE functions in master mode. when receiving data.as follows: 

1. Receives information from SIA 

2. Converts the serial network bit stream into a parallel. 8-bit wide. 
stream. 

3. Strips the Ethernet preamble and synchronization pattern. 

4. Checks and remo\"es the CRC bits 

5. Uses OMA to place the data in DRAM. 

The LANCE functions as follows. in master mode. when transmitting data: 

1. Uses OMA to read data from system memory. 

2. Converts the data to a serial bit stream. 

3. Adds a preamble and sync pattern. 

4 Calculates and adds the CRC at the end of the data packet 

5. Passes the data packet to the SIA for transmission on the Ethernet 

3.6.4 Standard/ThinWire Selector Switch 

The standardffhinWire selector switch chooses bet\\'een standard and ThinWire 
Ethernet. 

3.7 Initialization Subsystem 

The initialization subsystem controls the resetting and initialization of the the 
other subsystems in the server. The initialization subsystem consists of the fol­
lowing functional blocks: 

• Power-up reset logic 

• Hardware watchdog timer logic 

• Bus timer reset logic 

• Server database reset switch 
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3. 7 .1 Power-Up Reset 

The power-up reset signal is asserted when power is applied to the server. The 
power-up reset signal resets the following components: 

• 68020 microprocessor 

• LANCE 

• DPA 

• B-BUS 

• Refresh Circuit 

• Confi~uration re~ister. causing the followin\!: 
'- .,, "'"' ...... 

Turns on the seven-segment display 

Turns on the diagnostic LED 

Resets the DUARTs 

Disables parity checking 

Enables hardware watchdog reset circuit 

• Bus timer circuit 

• Hardware watchdog timer 

NOTE 

The 68020 reset instruction has no dfect on exter­
nal logic. 

3.7.2 Hardware Watchdog Timer Reset 
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The hardwnre watchdoe timer reset lode enables the server to recover from 
corrupted software code or a halted pr11cessor. The hardware watchdog timer 
reset logic resets the following components: 

• 68020 microprocessor 

• LANCE 

• DPA 

• B-BUS 

• Configuration Register. upper byte only. causing the following: 

Turns on the diagnostic LED 

Resets the the DUARTs 
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Disables parity checking 

Enables hardware watchdog reset circuit 

The hardware watchdog timer reset logic does not reset the following: 

• Refresh circuit 

• Lower byte of the configuration register 

• Hardware watchdog timer 

• Bus timer 

3.7.3 Bus Timer Reset 

The bus timer reset circuit enables the server to recover from incomplete bus 
cycles. The bus timer reset logic resets the following components and then 
resets itself: 

• LANCE 

• B-BUS 

• DPA 

The bus timer reset circuit does 110t reset the follo\\'ing: 

• 68020 microprocessor 

• Refresh Lircuit 

• Configuration register 

• Hardware watchdog timer 

• Bus timer 

3.7.4 Server Database Reset Switch 

On power-up, if the server database reset switch is pressed for a minimum of 
five seconds, the firmware loads the factory settings into the permanent data­
base in EEPROM (NVRAM) from EPROM. 

3.8 Module Jumpers (For Manufacturing and Repair Use Only) 

The server provides extra utilities for fault finding during repair and manufac­
turing which are enabled by placing jumpers on J4 on the main board (see 
Figure 3-8). The most commonly used are: 

• Self-Test - Manufacturing Mode 
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Enabled by connecting pin I to pin 4. This causes the self-test to run in 
manufacturing mode (see 5 .2 . .Z for further information) 

• Console Command Interface (CCI) 

Enabled by connecting pin 4 to pin 12. When enabled, CCI runs self-test 
in console mode (see 5.2.3 for further information) 

• Trigger Pin 

Pin 14 of J4 outputs a trigger pulse \\hen a fatal error occurs. 

Figure 3-8: Location of J4 on the Main Board 
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Software Functional Operation 

4.1 Introduction 

This chapter provides an overview of server software operation. The functional 
components of the software are described in a basic manner. The information is 
provided as a supplement to the information provided in the Local Area Trans­
port (LAT) Network Concepts manual. 

4.2 Server Software Components 

The server software is divided into the following functional components: 

• User interface handler 

• l\1aintenance operation protocol (MOP) handler 

• Local Area transport protocol (LAT) handler 

• Ethernet driver 

• Port driver 

• TD/SMP (terminal device/session management protocol) handler 

• Initialization routines 

• General purpose routines 

• On-Line heir 
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4.2.1 User Interface Handler 

The user interface handler consists of two sub.components that analyze and 
process commands received from the port driver: 

• Parser 

• Action routines 

Among the inputs handled by the user interface handler are the following: 

• CONNECT, DISCONNECT. RESUME and LOGOUT Commands 

• On-line HELP 

• LIST. MONITOR. and SHOW Commands 

• TEST Commands 

4.2.2 Maintenance Operation Protocol (MOP) Handler 

MOP routines exist both in the software and in the firmware. The information 
in this section applies to the routines in the software. 

The MOP handler is responsible for the following functions: 

• Remote console : ,1'1ctions: 

Providing ~erver system-ID when requested 

Periodic broadcasting of server system-ID 

Ethernet data link counters 

Remote console carrier links 

Boot 

• Loopback 

The NCP CONNECT command and software utilities such as Terminal Server 
Manager use remote console carrier links to manage the server from another 
node. 

The loopback facility allows a message to be looped via the server to the point 
of origin. 

4.2.3 Local Area Transport (LAT) Protocol Handler 
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The LAT protocol handler implements both the master and slave sides of the 
the LAT protocol for the server. 
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The LAT protocol handler is responsible for the following functions: 

• Virtual circuit processing 

• Slot processing 

• Service class functions: 

Offering services 

Queuing connection requests 

Maintaining service and service-node directories 

Multicast message transmission and reception 

CONNECT. DISCONNECT. and RESUME command processing 

For further information on LAT protocol. see the Local Area Transport (LAT) 
Nenmrk Concepts manual. 

4.2.4 Ethernet Driver 

The Ethernet driver controls the operation of the LANCE as follows: 

• Handles interrupts generated by LANCE 

• Handles requests from other server software components to use Ethernet 

• Maintains the Ethernet data link counters and enables access to these 
counters 

4.2.5 Port Driver 

The port driver controls the operation of the sixteen asynchronous ports as 
follows: 

• Handles interrupts 

Places data from DUARTs into specific port input buffers 

Controls selected physical port flow control protocol 

Invokes user interface handler or LAT protocol handler 

• Notifies user interface handler or LAT protocol handler when a transmit 
operation to a port device is complete 

• Handles requests from other server software components to transmit 
data through the ports 

• Maintains the counters for each port as well as the current status 
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4.2.6 TD/SMP Handler 

The TD/SMP handler manages multiple sessions on devices attached to the 
ports. 

4.2. 7 Initialization Routine 

The initialization routine is called by the firm\vare when the server image has 
been down-line loaded correctly and does the following: 

• Copies permanent database from NVRAM into DRAM. The permanent 
database contains: 

Server characteristics 

Port characteristics 

Service characteristics 

• Initializes all of the flUARTS 

• Initirdizes LANCE 

• Initi~lize~ hardware and software watchdog timers 

4.2.8 General Purpose Ro~·t!nes 

The general purpose routines component has the following functions: 

• Memory management 

• Timer services for process scheduling 

• Communications between various software functions 

• General purpose library routines that are commonly used by all software 
components 

4.2.9 On-Line Help 

The on-line help component provides interactive help to the operator. 

4.3 Sample Data Flow 
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As an example of how some of the server software modules work together, the 
data flow sequence involved in processing a CONNECT BIGV AX server com­
mand is described in the following paragraphs. Before the command is entered 
at the user's terminal. the following assumptions are made about the state of 
the server and the service node offering the service BIGVAX: 
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• The user interface handler has transmitted a local prompt (Local>) char­
acter string out to the terminal by means of the port driver. 

• The user interface handler is no\v awaiting an input notification from 
the port driver for the port that is servicing the terminal. 

• The service BIOV AX is available. 

• There are no existing sessions on the server to BIGV AX. 

4.3.1 Establishing the Virtual Circuit 

To establish a virtual circuit. the data flow is as follows: 

• As the user enters characters in the CONNECT command, the port 
driver services the resulting interrupts. 

• The port driver then places the characters into the command input 
buffer for the port in question and invokes the user interface handler. 

• The user interface handler then scans the nevdy received data for a car­
riage return and processes any special editing characters received such 
as DELETE or Control/R. 

• When the user interface handler detects the carriage return. it invokes 
.. ~he ASCIJ parser. 

• Because the CONNECT command is valid. the ASCII parser action rou­
tines execute. The action routines determine the service node with the 
best rating for the service BIGV AX by scanning the node database in 
server memory. Then the routines save the required node and service 
information in a block of memory that contains an area for the port 
servicing the terminal. 

• The user interface handler then calls the LAT protocol handler and 
passes on two pieces of information: 

The location of the port's connect command area in server memory 

Notification that a new session is to be established 

• The LAT protocol handler scans the virtual circuit database in ser\'er 
memory to determine whether a virtual circuit has already been estab­
lished to the selected service node. 

• Finding that no virtual circuit exists. the LAT protocol handler then calls 
the memory management routines to allocate enough memory pool for 
the data structures required to maintain the new session. 

• If there is enough memory for the ,·irtual circuit, the LAT protocol han­
dler calls the memory management routines once again to allocate 
enough memory for the data structures required to maintain the new 
session. 
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• If not enough memory is available for either the circuit or the session. 
the LAT protocol handler informs the user interface handler of the in­
ability to service the request. and the user interface handler requests the 
port driver to output the appropriate error message to the user's termi­
nal. 

• If there is enough memory available to establish the circuit and the ses­
sion, the LAT protocol handler attempts to create a virtual circuit to the 
desired service node by formatting a LAT Start Circuit message in a 
previously allocated Ethernet transmit buffer and then by requesting that 
the Ethernet driver give the transmit packet to the LANCE for transmis­
sion. 

• When the service node responds by transmitting a LAT Start Circuit 
message back to the server. the LANCE executes a Direct Memory Ac­
cess (OMA) operation to copy the received messages into one of the re­
ceive buffers assigned to it by the Ethernet driver. and raises an 
interrupt. 

• The server CPU then invokes the interrupt handler in the Ethernet 
driver, and the Ethernet driver determines which buffer contains the 
message just received. 

• The Ethernet driver them examines the message to determine the proto­
col type and informs the LAT protocol handler of the new buffer. the 
buffer's physical memory location. and other information associated with 
the buffer. 

• The LAT protocol handler determines that the virtual circuit is now es­
tablished and exits to waic for the virtual circuit timer to expire. The 
circuit timer must expire before the LAT protocol handler can transmit 
any further messages to this virtual circuit. 

4.3.2 Establishing the Session 

To establish a session. the data flow is as follows: 

• When the virtual circuit timer expires, the timer routines inform the 
LAT protocol handler of that event. The LAT protocol handler then lo­
cates the area in memory that describes the \·inual circuit and and the 
location of the areas for the session(s) on that circuit. In our example. 
there is only one session area needed. 

• The LAT protocol handler then formats a LAT run circuit message with 
an enclosed Start Slot in an Ethernet transmit buffer. A LAT start c;lot 
is essentially a request to start a session. and the slot is constructed 
from information found in the sessions area that the server maintains. 
The transmit buffer containing the run circuit message is then passed to 
the Ethernet driver which in turn gives the buffer to the LANCE f0r 
transmission. 
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• When the st:rvice BIOV AX responds with its own run circuit message 
having an enclosed start slot. the LAT protocol handler is invoked as 
before by means of the Ethernet driver. 

• The LAT protocol handler uses information in the received LAT mes­
sage header to locate the \'irtual circuit area in server memory for this 
circuit. The LAT protocol handler then looks further into the message 
for the slot header that will help the server locate the session area in 
server memory. The slot header indicates that a start slot has been re­
ceived thus showing that a session has been established. 

4.3.3 Logging In and Exchanging Data 

With the session established, the user can now use the terminal to communicate 
with service node BIGVAX. Typically, a VMS service node will invoke a log-in 
process ufter the LAT session has been established. The service node log-in 
process sends the user name prompt (Username:) to the user at the terminal. 
The data flow for the exchange of data is as follows: 

• The user name prompt is delivered to the server by a LAT run circuit 
message from the service node that contains a LAT data slot header . ... 
followed by the prompt string that constitutes the data. 

• The LAT protocol handler then requests the port driver to start a trans­
mit operation to the port connected to the user's terminal starting at the 
address of the first byte of data in the received data slot. The user then 
sees the username prompt appear on the terminal. 

• As the user types in characters in response to the user name prompt. 
the port driver places the characters into a server session input buffer 
assigned for that LAT session. 

• When the next virtual circuit timer expires, the timer routines invoke the 
LAT protocol handler. The LAT protocol handler checks to see if any 
sessions on its virtual circuits have data to be transmitted to the service 
nodes at the other end of the virtual circuits. If a virtual circuit has 
pending data, the LAT protocol handler builds a LAT run circuit mes­
sage to send to the service node and includes a data slot for the user 
who just typed some characters in response to the user name prompt. 

• The LAT protocol handler then requests the Ethernet driver to give the 
run circuit message to the LANCE for transmission to the service node. 

• This entire process continues until the session is disconnected by either 
the user or the service node. 

4.3.4 Other Interactive Processes 

The data flow described in section 4.3.3 is a simplified discussion. A large 
number of interactive processes were left out. These processes include: 
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• Error handling in the virtual circuit 

• Slot operations other than those used for starting a session and sending 
user data 

• Software module interchanges that occur when a virtual circuit goes into 
an idle state 

• Managing multiple sessions on a single circuit 

Virtual circuits go into an idle state when there is no data available to transmit 
over the virtual circuit from either the server or the service node. 
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Firmware Functional Operation 

5.1 Introduction 

5.2 

5.2.1 

The firmware is divided into three major components: 

• Self-test 

• Maintenance operation protocol (MOP) 

• Repair/debug utilities 

The following sections describe these components in greater detail. 

Self-Test 

Self-test has four modes: 

• Normal mode 

• Manufacturing mode 

• Console mode 

• Server entry mode 

Normal Mode 

In normal mode. entered on power-up. self-test executes each test once and 
then transfers control to MOP if no fatal error is detected. 

Jf a non-fatal error is detected, error information is written to NVRAM. the 
diagnostic dot is set blinking, and self-test proceeds to the next test. 
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NOTE 

Firmware documentation anJ reference material 
use the generic terms non-volatile random access 
memory (NVRAM), random access memory 
(RAM), and read-only memory (ROM). The type 
of NVRAM used in the server is electrically 
erasable programmable read-only memory 
(EEPROM). The type of RAM used is dynamic 
RAM {DRAM) and the type of ROM used is elec· 
trically programmable read-only memory 
(EPROM). 

If a fatal error is detected, error information is written to non-volatile memory, 
the corresponding err()r code \viii be flashed on the seven-segment display, and 
self-test will halt. · · ~ . , . . J 

5.2.2 Manufacturing Mode 

Manufacturing mode is entered on power-up when the manufacturing mode 
jumper is installed. Manufacturing mode will continuously execute self-test. 
This allows self-test to run continuously while in a burn-in chamber, or at a 
repair station and is used during server repair or manufacture. 

5.2.3 Console Mode 

Console mode provides different ways to run self-test and h used during server 
repair or manufacture. 

5.2.4 Server Entry Mode 

Server entry mode is invoked by the server software command INITIALIZE. In 
Server entry mode the server can: 

• Loop self-test a specified number of times 

• Disable external loopback on the Ethernet port 

• Select extended RAM test 

Further information on the INITIALIZE command can found in the Terminal 
Server Commands and Messages Reference manual. 

5.2.5 Self· Test Routines 

The self-test routines are as follows: 

• Bootstrap test 

• RAM subsystem test 
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• Interrupt subsystem test 

• Timers reset test 

• ROM subsystem test 

• Network interface subsystem test 

• DUART subsystem test 

• System-wide test 

The f :>llowing sections describe the tests in greater detail. 

5.2.5.1 Bootstrap Test 

The bootstrap test checks the 68020 address and data registers, and the portion 
of DRAM that is used by the firmware. 

5.2.5.2 RAM Subsystem Test 

The RAM subsystem test consists of the following tests 

• RAM refresh logic test 

This test verifies that the the DRAM Refresh circuit is operational. 

• RAM transfer size test 

This test verifies that the 68020 and the data path arbitrator cooperate to 
size the DRAM data bus correctly. Longword, word, and byte operations to 
RAM are tested. 

• 68020 vector base register test 

This test verifies that the 68020 vector base register (VBR) functions cor· 
rectly. 

• 68020 cache test 

This test verifies that the processor executes instructions faster when the 
cache is enabled. 

• RAM stuck-at fault test 

This verifies that the DR.L\M is free from stuck-at faults 

• RAM couplin~ fault test (disabled in normal mode) 

This test verifies that no coupling faults exist within the DRAM chips. 
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• RAM primary address test 

This test verifies that the address decoding logic (both external and inter­
nal to the DRAM chips) allows each DRAM location to be independently 
addressed. 

• RAM parity test 

This test verifies that a parity interrupt is generated when a DRAM loca­
tion containing bad parity is read. It also verifies that parity DRAM is free 
from stuck-at faults. 

5.2.5.3 Interrupt Subsystem Test 

The interru1 it subsystem test consists of one test: 

• Spurious interrupt test 

This test verifies that no spurious interrupts. caused by stuck-at interrupt 
lines or faulty peripherals, occur when the processor is dropped to zero. 

5.2.5.4 Timers Test 

The timers test consists of the following tests: 

• \Vatchdog timers test 

This test verifies the hardware watchdog timer and the software watchdog 
timer. 

• General purpose timer test 

This test verifies the general purpose rimer. 

5.2.5.5 ROM Subsystem Test 

The ROM subsystem test consists of the following tests: 

• EPROM CRC test 

This test verifies the integrity of the EPROM by calculating the cyclic re­
dundancy check (CRC) value of its contents and comparing it with the 
value stored in the last location of EPROM. 

• ~1 address test 

This test calculates the checksums of the NI address stored in the NI ad­
dress ROM. using the method outlined in the Ethernet Specification V2.0, 
and compares it with the checksum stored in the N1 address ROM. In 
addition. the test checks the known pattern also stored in the ROM. 

• EEPROM read/wrice test 
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This test verifies that the EEPROM may be read and written to correctly. 

• EEPROM checksum test 

This test computes the checksum of each of the parameter block in 
EEPROM and compares it with the value in the EEPROM. A checksum 
failure is not fatal. If the comparison fails then the default values for the 
failine block, obtained from firmware EPROM, are used. 

'"' 

5.2.5.6 NI Subsystem Test 

The NI subsystem test consists of the following tests: 

• LANCE register test 

This tests verifies that the LANCE CSRs are free from stuck-at faults. 

• Accept physical address t~st 

This test verifies that the LANCE will accept an internal loopback packet 
addressed to it. 

• Reject physical address test 

This test verifies that the LANCE will reject an internal loopback packet 
that is not addressed to it. 

• Transmit CRC logic te~t 

This test verifies that the LANCE can correctly generate a good CRC and 
append it to a packet 

• Receive CRC logic test 

This test verifies that the LANCE can correctly receive a packet with a 
good CRC. 

• Receive bad CRC test 

This tests verifies that the LANCE will flag an error when it receives a 
packet with a bad CRC. 

• Collision detect logic test 

This tests verifies the LANCE collision detect logic by using a test mode of 
the LANCE that causes it to generate a collision each time it attempts to 
transmit. 

• Accept broadcast package test 

This test verifies that the LANCE will correctly recognize the broadcast 
address of all ones. 

• Accept/reject multicast packet test 
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This test verifies the ability of the LANCE to accept and reject multicast 
addresses. 

• BYTESW AP mode test 

This test verifies that the LANCE can swap packet bytes when 
BYTESWAP mode is enabled. 

• External loopback test 

This test verifies the continuity of the NI pon data path. It requires that the 
selected NI port have a loopback connector installed. 

5.2.5. 7 DUART Subsystem Test 

The DUART subsystem test consists of the following tests: 

• Receive interrupt, character length, and parity test 

This test verifies that each channel can generate a receive interrupt, and 
generate and check the various character sizes and parity configurations. 

• Break generate/detect test 

This test verifies that each channel can generate and detect a break condi­
tion. 

• Detect framing error test (disabled in normal mode) 

This tests verifies that each channel can detect framing errors by running 
transmit and receive at different speeds. 

• Detect overrun error test 

This test verifies that overrun error is correctly reported when the receive 
FIFO overflows. 

• Transmit/receive at different baud rates test 

This tests verifies that each channel can transmit and receive at ,·arious 
baud rates. In this test all channels are active simultaneously. 

• System-wide exerciser test 

The purpose of this test is to generate as much act1vtty as possible. in 
order to detect interaction errors not visible when each subsytem is tested 
individually. The LANCE. DUART. timers. and interrupt subsystems are 
exercised simultaneously. 

5.2.6 Error Reporting 

The self-test reports errors as follows: 

• Seven-segment display 
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• Console port (non-fotal errors) 

The seven-segment display is located on the rear of the server tsee Figure 5-1). 
The decimal point of the seven-segment display is known as the diagnostic dot 
and also provides diagnostic information (see Table 5-1). The seven-segment 
error codes are described in Table 5-2. 

Figure 5-1 : Seven.segment Display 

DIAGNOSTIC 
DOT 

-
Table 5-1: Diagnostic Dot Display 

Diagnostic Dot System Status 

On No fatal errors 

LKG-2693-89 

Off Fatal error or self-test in progress 

Blinking '-"on-fatal error detected 
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Table 5-2: Seven-Segment Di:splay - Error Codes 

Display System Status 

F 
E 
cl 
c 
b 
A 
g , 
& 
5 

Bootstrap te•;ts executing 

RAM subsyst11m test executing 

Interrupt subs;1slem tests executing 

Timer tests executing 

ROM subsvste\n tests executing 

Ethernet subs'.:stem tests executing (internal loopback) 

Ethernet subsy1;tem external loopback test executing 

.\srnch subsyst l!m tests execuung I internal loopback l 

A.synch subsyst ·~m tests executing (external Ioopback) t 

System exerciser tests executing 

t Not executed in normal mode ' 
~~~~~~~~~~~~~~~~~~-

The self-test outputs non-fatal error information to the designated console port 
in the server database (The defaul r is port 1). In order co access this informa­
tion. check that a terminal is connected to the console port and that the port 
parameters are set for a baud rate of 9 ,600 and a character size of 8 bits with 
no parity. The appropriate error messages can then be seen on the terminal as 
show in Table 5-3. 
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Table 5-3: Console Port Terminal Error Display 

Console Terminal 

Local -020- Parameter checks1nn error on portts) n 
Local -921- Factory-set parameters will be applied to port(s) n 

Local -Q22- Port hardware enor on port(s) n 
Local -923- Port n will be disabled 

Local -926- DSR/DTR signr1l error on port(s) n 
Local -Q25- Port(s) may bE used with data leads only 

Local -9 30- Server param!'ters checksum error 
Local -9 31- Factory-set p;.irameters will be applied 

Local -9 35- Service characteristic checksum error 
Local -936- Service will be disabled 

Local -9..i I- Transceiver Loopback Error t 
Local -9..i2- Image Load not attempted 
Local -950- Troubleshooting procedures should be followed 
Local -952- Enter · P to restart selftest 

Diagnostic Saven-Segment 
Dot Ole play 

Blinking Rotating SegmenL 
Blinking Rotating Segment 

Blinking Rotating Segrnent 
Blinking Rotating Segment 

Blinking Rotating Segment 
Blinking Rotating Segment 

Blinking Rotating Segment 
Blinking Rotating Segment 

Blinking Rotating Segment 
Blinking Rotating Segment 

Blinking 9 
Blinking 9 
Blinking Q 

Blinking 9 

t This is the onb fatal error where the diagnostic dot blinks and the seven-segment display does not 
flash the display character. 

5.2.7 Running Self-Test 

Self-test executes when you: 

1. Power-up the server 

2. Execute the INJTL.\LIZE command 

3. Execute a LOAD or TRIGGER command on a DECnet host 

4. Press lcTRLIPI on the console terminal if an error prevented down-line 
load during previous self test 

The diagnostic dot is turned off as self-test starts and the seven-segment display 
counts d•)wn from "F" through "5" as each block of tests is executed. If a fatal 
error is detected. testing stops and the seven-segment display flashes the code 
corresponding to the failing test. If a non-fatal error is detected. testing contin­
ues and the diagnostic dot blinks. 

NOTE 

There is one exception to this sequence. If the 
server fails the Ethernet subsystem external loop­
back test. the display stops at "9" and the diag­
nostic dot blinks. The "9" on the display does not 
blink. 
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When the server passes self-test. control is handed over to MOP and MOP at­
tempts to find a host and load the software image. 

NOTE 

When power is applied to the server. the seven­
segment display shows an "8" and the diagnostic 
dot is on for approximately 0.5 second as a dis­
play check. 

5.3 Maintenance Operation Protocol (MOP) 

MOP provides a number of functions in firmware: 

• Down-line load 

• Up-line dump 

• Remote console 

• Loop 

The seven-segment display supplies information on the status of the server dur­
ing loading. dumping and software execution (see Table 5-4). 

Table 5-4: Seven-Segment Display Status Codes 

Display System Status 

'I Requesting load 

3 Load request backoff 

~ Loading 

I Requesting dump 

0 Dumping 

(Rotating segment It Server software executing 

t Segment rotates. outlining a "figure-eight" pattern 

5.3.1 Down-Line Load 

5-10 

When the server passes self-test, control is handed to MOP to down-line load 
the server image. The down-line load process has three phases as shown below: 

• Load request 

The server transmits load requests in an attempt to locate a load host. The 
seven-segment display shows a "4" during load request. 
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• Load backoff 

The server refrains from transmitting load requests for a period of time 
when previous requests have not resulted in a successful load. This is to 
reduce the burden on the available load hosts. The backoff period starts at 
4 seconds and doubles each time, up to a maximum of 5 minutes. The 
seven-segment display shows a "3" during load backoff. 

• Image transfer 

Loading of image after load host is located. The seven-segment display 
shows a "2" during image transfer. 

The backoff state in only entered if the server has been unable to load a soft­
ware image. Normally, the server goes from the "load request" state to the 
"image transfer" state. When the software image has been loaded. MOP trans­
fers control so that the software image can initialize the server. 

The DECserver 300 down-line load process supports both Ethernet and 
1508802-2/3 (IEEE 802.2/802.3) on the LAN. The "Load Request" state is com­
prised of two pans. one of which uses IS08802 format, and the other Ethernet 
format. When the server makes a load request. it first attempts to load using 
IS08802 format. If unsuccessful. the server then attempts to load using Ether­
net format. If the server is unsuccessful in both formats it enters the backoff 
state. At the end of the backoff state the server enters the load request state and 
starts again. 

Figure 5-2 shows the loading process when the server is unable to locate a load 
host. The diagram shows the use of the two datalink formats. the changes be­
tween the load request and backoff states as a function of time, and the corre­
sponding se\'en-segment display codes. 

As well as seven-segment display (see Table 5-4) the console port terminal 
supplies information on the st:nus of the down-line load (see Table J-5). 

Table 5-5: Console Port Terminal - Status Display 

Console Terminal Symptoms Seven-Segment 
Display 

Loca ~ · ' ~ - Load failure. timeout 

Local -CJ I A- 1.legal load image. load aborted 

Down-line load starts. 3 
then fails. 

Down-line load starts. 3 
then fails. 

Local -953- Attempting to loca1e load host, IIS08802J Down-line load does ..J 
Local -453- Attempting to locate load host, !ETHERNET! not start 

Local -9 5 I- DEC server will retrv operation in n seconds Down-line load does ..i 
not start 
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Figure 5-2: Down-Line Load ·- Server Unable to Locate Host 
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5.3.2 Up-Line Dump 
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The software invokes up-line dump when it detects a logic error or \\'hen the 
command CRASH is used. The up-line dump func:tion stores the c:ontents of 
DRAM on ,1 host for subsequent examination. 
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5.3.3 Remote Console 

The remote console program provides the following functions: 

• Providing server system-id when requested 

• Periodic broadcasting of server system-JD 

• Ethernet data link counters 

• Remote console carrier links 

• Boot 

5.3.4 Loop 

The loop program enables the server to loop back packets over the Ethernet. 

5.4 Repair/Debug Utilities 

The server supplies the following utilities for to aid developers and repair and 
manufacturing personnel. 

• Console command interface !CCI) 

• On-line debugging tool (ODT) 

• Self-test - manufacturing mode 
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A 

MOP System ID Format for the 
DECserver 300 Server 

This appendix provides basic information to help you decode the maintenance 
operation protocol (MOP) System ID messages that are generated by the server. 
The MOP prococol and message formats used by the DECserver 300 server are 
described in the DNA Maintenance Operations Functional Specificaton VJ.O (Order 
No. AA-X436A-7K). Use this appendix in conjunction with that specification. 

As a Digital Ethernet node. a DECser\'er 300 terminal server identifies itself on 
the Ethernet by transmitting a system identification message every 8 to 10 min­
utes. The server also responds on demand to system identification requests 
from other nodes on the Ethernet by transmitting this system identification back 
to the requesting node as soon as possible. 

These system identification messages are often used by the server's load hosts 
for down-line loading, for Ethernet-level tests. and for establishing remote co11-
sole facility (RCF) sessions. 

User-written software applications running on Ethernet nodes can also read 
MOP system ID messages to extract information about terminal servers that are 
active on the network. Complete instructions on how to write software to inter­
cept these messages is beyond the scope of this manual. However. this appen­
dix and the MOP specification provide enough information for you to decode 
these messages. 

The MOP system ID message transmitted by the server contains several sepa­
rate blocks of information about the server. The kind of information found in 
each block is identified by the INFO TYPE field. Each INFO TYPE field is 
followed by a 1-byte INFO LENGTH field. followed by the INFO VALUE field. 
The lNFO VALUE field is a set of bytes that contain the actual data for the 
block. 
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The INFO TYPEs in every MOP system ID message generated by an Ethernet 
node are as follows (se~ the MOP specification for the required encoding of the 
lNFO VALUE fields): 

INFO TYPE 
Value Information 

1 MAINTENANCE VERSION 
2 FUNCTIONS 
3 HARDWARE ADDRESS 
4 COMMUNICATION DEVICE 

Description 

MOP protocol version used by server 
MOP functions supported by this node 
Server's physical Ethernet address 
INFO VALUE = 60 for DECserver 300 

Since the DECserver 300 server supports RCF. the server is also required to 
include these additional lNFO TYPEs: 

INFO TYPE 
Value Information Description 

3 CONSOLE USER Ethernet address of current RCF user 
4 RESERVATIONS TIMER RCF session timeout threshold in seconds 
5 CONSOLE COMMAND SIZE Server RCF command buffer size in bytes 
6 CONSOLE RESPONSE SIZE Server RCF response buffer size in bytes 

When the DECserver 300 firmware is in control of the DECserver 300 hard­
ware. a DECserver 300 MOP system ID message includes all the INFO TYPEs 
mentioned thus far. The firmware controls the server when one of the following 
occurs: 

• Self-test is m progress 

• A down~line load is in progress 

• An up-line dump is in progress 

After a down-lint load of the DECserver 300 software image. the server soft­
ware includes all the INFO TYPEs mentioned above in every MOP system ID 
message. In addition. it can include these two optional INTO TYPEs. 

INFO TYPE 
Value Information Description 

400 
401 

DATA LINK TYPE INFO VALUE 1 !Ethernet) 
DATA LINK BUFFER SIZE INFO VALUE = 1518 
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MOP desienates INFO TYPEs 101-199 for Ethernet nodes to communicate ad­
ditional information in their MOP system ID messages. Within this range, the 
server uses INFO TYPEs 102-106 to broadcast the following device-specific 
information about itself. 

INFO TYPE 
Value Information 

101 
102 
103 
104 
105 
106 

DIAGNOSTIC STATUS 
ROM VERSION C3) : B = 
SOFTWARE VERSION (3) : B = 
SERVER NUMBER <2) : B = 
SERVER NAME (1·16) : A 
SERVER ID (1-17) : A = 

Description 

Server status after last self-test 
Version. ECO version, sub-ECO version 
Version, update version, test version 
Two-byte binary server number 
ASCII string, size in INFO LENGTH field 
ASCII string, size in INFO LENGTH field 

The data for INFO TYPEs 101-106 appears in the DECserver 300 SHOW 
SERVER displays in Section 9.5 of the DECserver 300 Management manual. 
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xxxxxxxxx 
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xxxxxxxxxxxxxxxxxxx 
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Numbers 
6f!020 !\1icroprocessor, 3-4 

A 
Address decode logic, 3-11 

B 
B-BUS system. 3-11, 3-12 

BNE3x-xx, 2-9 

BNE4x-xx. 2-9 

Bootstrap test, 5-3 

Bus timer. 3 -6 
reset, 3-19 

c 
CAS. 3-tl 

Configuration register. 3-12 
bit definition, 3-13 

Console command interface (CCI), 3-20, 5-13 

Console mode, 3-20 

Console port. 5-6 
port parameters. 5-8 
terminal error display. 5-9 
terminal status display. 5-11 

CPlJ. 3-15 
introduction, 3-1 
subsvstem. 3-4 -

D 
Data path arbitrator (DPA). 3-2. 3-4. 3-15 

DECOM. 1-2 

DECserver 200/MC. 1-1 

• 

Index 

DECserver 300 
accessories, 2-6 
country kits, 2-6 

DELNI, 1-2 

DEMPR, 1-2 

DESPR, 1-2 

Device port adapters, 2-1 I 

Device port cables, 2-10 
maximum cabling distances. 2- JO 

Device port connectors, 2-5 
pin descriptions, 2-6 
pin numbers. 2-5 

Diagnostic dot, 5-6, 5-9 
display, 5-7 

DP8392, 3-2, 3-15, 3-16 

DRAM, 1-6. 5-3 
Addressing, 3-8. 3-9 
Initialization, 3-8 
introduction, 3-1 
Organization, 3-7 
organization. data and parity. 3-7 
refresh subsystem. 3-8 

DSVLONFIG, 1-6 

DSR, 1-1 

DTR, 1-1 

DUART. 3-14, 4-3 

DUART subsystem test, 5-6 

Dual universal asynchronous receiver/transmit­
ters (DU ARTS). See DU ART 

E 
EIA-232-0. 1-l. 3-15 

EIA-423-A. 1-1. 2-12, 3-15 

Electrical overstress ( EOS). 1-1 

Electrically erasable programmable read-only 
memory (EEPROM). 3-14 
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Electricall~· programmable read only memory 
(EPROl\I), 3-14 

Electrostatic discharges (ESD). 1-1 

Error reporting, 5-6 

Ethernet. 5-1 l 
cables, 2-8 
maximum cabling distances, 2-9 
transceiver interface. 2-4 

F 
Fatal error. 5-2 

Firmware. l-6 

H 
Hardware. 1-4 

controls. indicators, connectors. 2-1 
overview. 3-3 

Hardware watchdog timer, 3-14 
reset. 3-18 

Hexadecimal addresses. 3-fi 

I 
Image transfer. 5-11 

INFO TYPE. A-2 

Initialization subsvstem. 3-2. 3-17 

Interrupt 
priority levels. 3-12 
system. 3-12 

Interrupt subsystem test, 5-3 

IS08802-2/3 (IEEE 802.21802.3), 5-11 

J 
J..I. 3-19 

Jumpers. 3-19 

L 
LANCE. 3-2, 3-4, 3-15, 3-16, 4-3 

master mode, 3-17 
slave mode. 3-17 

Load backoff, 5-11 

lndex-2 

Load host configuration procedure (DSVCON­
FIG), 1-7 

Load request. 5-10 

Local area network controller for Ethernet 
(LANCE). See LANCE 

Local area transport (LAT). 1-3 

Loop, 5-13 

M 
Maintenance operation protocol (MOP). See 

MOP 

MOP. 4-2. 5-1. 5-10 
Down-Line Load. 5-10 
introduction. 1-fi 
loopback. 4-2 
remote console. 4-2 
system ID message format, A- I 

Model Number, 1-4 

Modified modular jacks (MMJs), 1-2, 2-5 

Module jumpers, 3-19 

N 
NCP CONNECT, 4-2 

Network interface, 3-2 

Network interface subsystem, 3-15 

NI subsvstem test. 5-5 

Non \·olatile random access memory 
(NVRAM). See NVRAM 

Non-fatal error, 5-1 

NVRAM, 1-6, 5-1 

0 
On-line debugging tool {ODT). 5-13 

p 
Parity, 3-7 

Peripheral subsystem, 3- I, 3-1 O 

Port devices supported, 2- l t 
personal computers. 2-11 
printers, 2-12 
terminals, 2- I I 



Power supply, 3-2 

Power-up reset, 3- 18 

R 
RAM subsystem test, 5-3 

RAS, 3-8 

REFRESH, 3-4, 3-15 
subsystem. 3-2 

Remote console, 5-12 

Repair/debug utilities, 1-6 

ROM, 1-6 

ROM subsystem test. 5-4 

RS-232-C. 2-12 

s 
Self-Test, 1-6, 5-1 

console mode. 5-2 
error reporting, 5-6 
manufacturing mode. 3-19. 5-2. 5-13 
normal mode, ~ -1 
running, 5-9 
server entry mode, 5-2 

Serial drivers/receivers. 3-15 

Serial interface adapter (SIA). See SIA 

Server 
conneclors, 2-3 
controls. 2-3 
indicators. 2-3 
system address map. 3-5 

Server database reset switch. 3-19 

Server image. 1-6 

Server software. 4-1 

Session, establishing, 4-6 

Seven-segment display. 5-6. 5-7, 5-9 
error codes. 5-8 
segment definition. 3-13 
status codes. 5- I 0 

SIA. 3-2. 3-16 

Software. 1-6. 4- l 

Sortware compo:ients 
Ethernet driver. 4-3 
General purpose routines. 4-4 
Initialization routine. 4-4 
Local area transport (lat) handler. 4-2 
MOP, 4-2 
On-line help, 4-4 
Port driver. -'-3 
TD/SMP handler. 4-4 
User interface handler, 4-2 

Software watchdog timer. 3-15 

Specification 
electrical requirements. 2-8 
environmental. 2-7 
leakage current. 2-8 
physical, 2-7 

Standard Ethernet, 1-2 
cables. 2-9 
connector. 2-4 
transceiver interlace connector. pin descrip­

tions. 2-5 

StandardiThinWire selector switch. 3-16. 3-17 

Station address read-only memory (SA ROM), 
3-14 

System addressing. 3-4 

T 
Terminal Server Manager (TSM I. 1-fi. I-7. 

4-2 

ThinWire Ethernet. 1-1 
cables. 2-9 
connectc~. l-4 

Timers test. 5-4 

Trigger pin. 3-20 

u 
Up-Line dump. 5-12 

v 
Vinual circuit. establishing, 4-5 
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How to Order Documents 

All the information you need to order additional documents is provided here. 
The ordering procedure depends on: 

• Whether you are a customer or a Digital employee. 

• Your location: USA or Puerto Rico, Canada, or other. 

• Your means of placing the order: telephone, electronic mail, or regular 
mail. 

The specific ordering procedures and the order numbers for software and hard­
ware manuals are provided in the following sections. 

Order Numbers 

For software manuals, use the documentation kit order number. For hardware 
manuals. use the document order number. 

VMS Software Documentation Kits 

The DECserver 300 documentation kit order number is QA-VTUAA-GZ. The 
kit contains one of each of the following manuals: 

• DECserver 300 Introduction 

• Local Area Transport (LAT) Network Concepts 

• DECserver 300 Management 

• Terminal Server Commands and Messages 

• DECserver 300 Problem Solving 

• DECserver 300 Use 

• DECserver 300 Commands Quick Reference 
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• Terminals Server User's Reference Card 

• DECserver 300 Software Installation 

• Terminal Server Glossary 

TSM Documentation Kit 

The TSM documentation kit order number is QLZ42-GZ. This kit is intended 
for the installer and manager of the TSM software product and contains two 
manuals: 

• Guide to Terminal Server Manager 

• Terminal Server Manager Softu:are Installation Guide 

UL TRIX-32 Software Documentation kit 

The DECserver 300 ULTRIX-32 documentation kit order number is QA­
VTV AA-GZ. This kit contains the same manuals as the VMS documentation kit 
except that the ULTRIX-32 kit contains the DECserver 300 Software Installation 
(ULTRIX-32) instead of the VMS version. 

User Software Documentation Kit 

The user documentation kit order number is QA-VTUAB-GZ. This kit is in­
tended for the terminal users and contains only two manuJ'": 

• DECserver 300 Use 

• Terminal Server User's Reference Card 

Hardware Documents 

The order numbers for the hardware manuals are listed below. 

Hardware Documents 

Manua! Title Order Number 

DECserver 300 Hardware Installation EK-A0366-JN 

DECserver 300 Identification Card EK-A0368-IC 

DECserver 300 Technical Description EK-A0367-TM 

DECconnect System Installation and Verification Guide EK-DECSY-VG 

DECconnet System Planning and Configuration Guide EK-DECSY-CG 

Support Print Set (Digital Internal Use Onlyl EM-02270-01 
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Ordering Procedures for Customers 

If you are a customer, refer to the tables below for ordering information. 

How to Order by Phone 

If You Live In 

USA 

Puerto Rico 

Canada 

How to Order by Mail 

If You Live in 

USA or Puerto Rico1 

Canada 

Other 

Write to 

Call 

(800) DIGITAL 

(800) 75.t-7575 
x2012 

(800) 267-6215 

Digital Equipment Corporation. P.O. Box 
CS2008, Nashua, New Hampshire 03061 

Digital Equipment of Canada LTD .• 940 Bel­
fast Road, Ottawa, Ontario, Canada KIO 4C2 
ATTN: A&SG Business Manager 

Digital Equipment Corporation. A&SG Busi­
ness Manager. c/o Digital's local subsidiary or 
approved distributor 

1 Any prepaid order from Puerto Rico must be placed with the Local Digital 
Subsidiary: (809) 754-7575 x2012 

Ordering Procedures for Digital Employees 

Software Documentation Kits 

Use the Internal Software Order Form to order software documentation kits. The 
form is available from office services and the Software Service Bureau (SSB). 
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Hardware Manuals 

Order-4 

You can place your order for hardware manuals by telephone, VAXmaiJ, or 
DECmail as follows: 

• Telephone number: (617) 351-4323 (DTN: 234-4322) 

• DECmail address: ORDER @NRO 


